
Toy Model Relaxed Formulation

Mean Field Games with Branching

Julien Claisse (with Z. Ren and X. Tan)

CEREMADE, Université Paris-Dauphine

9th International Colloqium on BSDEs and Mean Field Systems

June 28, 2022

1 / 19



Toy Model Relaxed Formulation

Motivations

I MFG corresponds to the limit of large population differential games
with mean-field interaction
I Nash equilibria for n-player games when n is large

I Introduced by Lasry & Lions ’06
I Two broad lines of research

I PDE approach
I Probabilistic approach

I Applications in economy (economic growth), finance (price impact),
crowd dynamics, . . .

I However n might not be constant
I Impact of demography in socio-economic games
I Population dynamics
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Toy Model Relaxed Formulation

Classical MFG
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Toy Model Relaxed Formulation

MFG with Branching
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Toy Model Relaxed Formulation

Branching Diffusion

I Consider a population where each agent k ∈ K =
⋃
n≥1 Nn

I enters the game at time Sk
I follows a diffusion

Xk
t = Xk

Sk
+
∫ t

Sk

αks ds+
√

2
(
Bkt −BkSk

)
, Bk BM

I leaves the game at rate γ, i.e., at time

Tk := (Sk + τk) ∧ T, τk ∼ E(γ)

I is replaced by ` ∈ N agents with probability p`(Xk
Tk

), i.e., if

`−1∑
i=0

pi(Xk
Tk

) ≤ Uk <
∑̀
i=0

pi(Xk
Tk

), Uk ∼ U(0, 1)

I (Bk, τk, Uk)k∈K are independent
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Toy Model Relaxed Formulation

Finite-Player Problem

I Start with n agents at position (Xk
0 )k=1,..,n i.i.d.

I Each agent k ∈ K enters at time Sk, leaves at time Tk and follows

Xk
t = Xk

Sk
+
∫ t

Sk

αks ds+
√

2
(
Bkt −BkSk

)
while choosing αk in order to minimize

E

[
1
2

∫ Tk

Sk

∣∣αkt ∣∣2 dt+ g
(
Xk
T , µ

n
T

)
1Tk=T

]
= Jk(αk, (αj)j 6=k)

where

µnT := 1
n

∑
k∈Kn

T

δXk
T

with Kn
T the set of agents at time T

I Find a Nash equilibrium, i.e., (α̂k)k∈K such that

Jk(αk, (α̂j)j 6=k) ≥ Jk(α̂k, (α̂j)j 6=k) ∀ k, αk
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Toy Model Relaxed Formulation

Mean Field Games with Branching
I As n→∞

I a single player has no influence on µnT
I by symmetry and independence

〈µnT , ϕ〉 = 1
n

∑
k∈Kn

T

ϕ(Xk
T ) −→ E

[ ∑
k∈K1

T

ϕ(Xk
T )
]

I MFG with branching
1. Fix µT ∈M(Rd)
2. Find an optimal branching diffusion (X̂k

t )k∈K̂1
t
where each agent k

plays the strategy α̂k to minimize

inf
αk

E
[1

2

∫ Tk

Sk

∣∣αkt ∣∣2 dt+ g
(
Xk
T , µT

)
1Tk=T

]
where

dXk
t = αks ds+

√
2 dBkt , Tk = (Sk + τk) ∧ T

3. The problem is then to find µT such that

〈µT , ϕ〉 = E
[ ∑
k∈K̂1

T

ϕ
(
X̂k
T

) ]
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Toy Model Relaxed Formulation

PDE Formulation
I A solution to the MFG with branching is a couple (u,m) satisfying

∂tu+ ∆u− 1
2 |Du|

2 − γu = 0 in [0, T )× Rd

∂tm−∆m− div (mDu)−γ
∑
`∈N

(`− 1)p`m = 0 in (0, T ]× Rd

uT = g (mT ), m0 = µ0 in Rd

I Existence of a solution as extension of Cardaliaguet ’11
1. Fix µT ∈M(Rd)
2. Find uµ (smooth) solution to

∂tu
µ + ∆uµ − 1

2 |Du
µ|2 − γuµ = 0, uµT = g(µT )

Then mµ = L
(∑

k∈K̂1
·
δX̂k

·

)
(weak) solution to

∂tm
µ −∆mµ − div (mµDuµ)−γ

∑
`∈N

(`− 1)p`mµ = 0, mµ
0 = µ0

3. Find a fixed point to ψ : µT 7→ mµ
T by Schauder Theorem

I Continuity of ψ on a convex compact subset ofM(Rd) into itself
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Toy Model Relaxed Formulation

ε-Nash Equilibrium

I Let (u,m) be a solution to the MFG with branching
I Consider the family of controls

α̂kt := −Du
(
t, X̂k

t

)
where

dX̂k
t = −Du

(
t, X̂k

t

)
dt+

√
2 dBkt

I For all ε > 0, there exists N ∈ N such that for all n ≥ N

Jk(αk, (α̂j)j 6=k) + ε ≥ Jk(α̂k, (α̂j)j 6=k) ∀ k, αk

where

Jk(αk, (αj)j 6=k) := E

[
1
2

∫ Tk

Sk

∣∣αkt ∣∣2 dt+ g
(
Xk
T , µ

n
T

)
1Tk=T

]
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Toy Model Relaxed Formulation

Numerical Example
I Consider the simple linear-quadratic model

∂tu+ ∆u− 1
2 |Du|

2 − γu = 0 in [0, T )× R

∂tm−∆m− div (mDu)−λx2m = 0 in (0, T ]× R
uT = g (mT ), m0 = µ0 in R

where λ ≥ 0 and

g (x, µ) := 1
2 (x− 5)2 + 1

4

(
x− 1

µ(R)

∫
R
y µ(dy)

)2

I In particular ∑
`∈N

`p`(x) = 1 + λ

γ
x2

I If m0 = N (0, 1), then there exists a solution on short time horizon
such that

mt

mt(R) = N (ρt, vt)
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Toy Model Relaxed Formulation

Numerical Result

Figure: Change of equilibrium for different values of λ
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Toy Model Relaxed Formulation

Strong MFG with Branching
1. Fix (µt)t∈[0,T ], µt ∈M(Rd)
2. Find an optimal branching diffusion (X̂k

t )k∈K̂1
t
where each agent k plays

the strategy α̂k to minimize

inf
αk

E
[∫ Tk

Sk

f(s,Xk
s , µs, α

k
s ) ds+ g(Xk

T , µT )1Tk=T

]
subject to the constraint

dXk
s = b(s,Xk

s , µs, α
k
s ) ds+ σ(s,Xk

s , µs, α
k
s ) dBks

Tk = inf
{
t > Sk;

∫ t

Sk

γ(s,Xk
s , µs) ds ≥ τk

}
∧ T, τk ∼ E(1)

`−1∑
i=0

pi(Tk, Xk
Tk
, µTk ) ≤ Uk <

`∑
i=0

pi(Tk, Xk
Tk
, µTk ), Uk ∼ U(0, 1)

3. Find (µt)t∈[0,T ] such that

〈µt, ϕ〉 = E
[ ∑
k∈K̂1

t

ϕ(X̂k
t )
]
, t ∈ [0, T ]
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Toy Model Relaxed Formulation

Relaxed Control of Diffusions [El Karoui et al. ’87]

Let Ω := C × V be the canonical space where

C:=
{
x : [0, T ]→ Rd continuous

}
V:=

{
q : [0, T ]→ P(A)

}
3 s 7→ δαs

(da)

Controlled Martingale Problem
An element P ∈ R(µ) is a probability on Ω such that the process

ϕ(xs)−
∫ s

0

∫
A

Lµ,ar ϕ(xr) qr(da) dr

is a P–martingale for all ϕ ∈ C2
b (Rd) where

Lµ,as ϕ(x) = 1
2tr
(
σσ∗ (s, x, µs, a)D2ϕ (x)

)
+ b (s, x, µs, a) ·Dϕ (x)
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Toy Model Relaxed Formulation

Relaxed Control of Diffusions [El Karoui et al. ’87]

Consider the problem

V (µ) := inf
P∈R(µ)

J (P, µ)

where

J (P, µ) := EP
[ ∫ T

0

∫
A

e
−
∫ s

0
γ(r,xr,µr) dr

f(s, xs, µs, a) qs(da) ds

+ e
−
∫ T

0
γ(r,xr,µr) dr

g(xT , µT )
]

Theorem
If b, σ, f, g are bounded continuous in (x, a), then there exists an optimal
relaxed control, i.e., P∗ ∈ R(µ) such that

V (µ) = J (P∗, µ)

I P 7→ J(P, µ) is (linear) continuous
I R(µ) is compact
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Toy Model Relaxed Formulation

Relaxed Control of Branching Diffusions
Let Ω̄ := D × V̄ be the canonical space where

D:=
{
z : [0, T ]→ E càdlàg

}
where E :=

{
e =
∑

k∈K δ(k,xk)
}

V̄:=
{
q̄ = (qk)k∈K, qk : [0, T ]→ P(A)

}
Controlled Martingale Problem

An element P̄ ∈ T (µ) is a probability on Ω̄ such that the process

Φϕ̄(zs)−
∫ s

0

∫
AK
Hµ,ār Φϕ̄(zr) q̄r(dā) dr

is a P–martingale for all Φ ∈ C2
b (R), ϕ̄ ∈ C2

b (K× Rd), where Φϕ̄(e) = Φ(〈e, ϕ̄〉) and

Hµ,ās Φϕ̄(e) = Φ′ϕ̄(e)
∑
k∈K

Lµ,a
k

s ϕk(xk) +
1
2

Φ′′ϕ̄(e)
∑
k∈K

∣∣Dϕk(xk)σ(s, xk, µs, ak)
∣∣2

+
∑
k∈K

γ(s, xk, µs)
(∑
`≥0

Φϕ̄
(
e− δ(k,xk) +

`∑
i=1

δ(ki,xk)
)
p`(s, xk, µs)− Φϕ̄(e)

)
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Toy Model Relaxed Formulation

Relaxed MFG with Branching

Proposition
If we assume that b, σ Lipschitz in x and b, σ, f, g, γ, p` bounded continuous
in (x, µ, a). Then an optimal relaxed control P̄∗ ∈ T (µ), i.e., for all k ∈ K

EP̄∗
[ ∫ Tk

Sk

∫
A

f
(
s,Xk

s , µs, a
)
qks (da) ds+ g

(
Xk
T , µT

)
1Tk=T

]
= EP̄∗ [

V
(
Sk, X

k
Sk
, µ
)]

Theorem
Under the same assumption, there exists a solution to the relaxed MFG
with branching, i.e., a probability µ on D such that there exists an optimal
relaxed control P̄∗ ∈ T (µ) satisfying

µ = P̄∗ ◦ Z−1 where Z(z, q̄) = z

I Apply Kakutani Fixed Point Theorem to the set-valued map
µ ∈ P(D) 7→

{
P̄∗ ◦ Z−1; P̄∗ ∈ T (µ) optimal

}
⊂ P(D) 18 / 19



Toy Model Relaxed Formulation

Thank you for your attention!

19 / 19


	Toy Model
	MFG with Branching
	Numerical Example

	Relaxed Formulation
	Strong MFG with branching
	Relaxed Control of Diffusions
	Relaxed Control of Branching Diffusions
	Relaxed MFG with Branching

	

