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Optimal Control of the Fokker-Planck equation

inff J‘Rd (x, a(t,x))dm(t dt+f f(m(t))dt + g(m(T))

(ce;m)
where (m, a) € C([0, T],P2(RY)) x L} ;g4 ([0, T] x RY,RY) satisfy the Fokker-Planck
equation
d¢m + div(am) — Am =0 in (0, T) x R?
m(0) = mg € P2(RY)
and the state constraint W(m(t)) < 0 for all t € [0, T].
Notations:

® T is a finite horizon
* running cost L : R? x R? — R, convex in the second variable

f: Pg(Rd) — R mean-field running cost

g : P2(R?) — R mean field terminal cost
W : P, (RY) +— R is the constraint
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® This is motivated by the problem of quantile hedging in financial mathematics: see
Follmer and Leukert '1999, Bouchard et al. '2009.

® Typically W(m) = f h(x)dm(x) for some h: R — R (expectation constraint) or
R4

V(m) = F(j]Rd hi(x)dm(x), ..., j}Rd he(x)dm(x))
Main questions:

® Existence of solutions (compactness / controllability)
® Characterization of solutions

® Regularity of optimal controls / optimal trajectories
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Link with Mean Field Game theory

When there is no constraint (W = 0) Lasry and Lions proved the following, where
H(x,p) := sup —p.q — L(x, q)
geRd
Theorem (Lasry/Lions 2007)
Under standing assumptions (precised later) optimal solutions exist and satisfy
a(t,x) = —DpH(x, Du(t, x))
for some (strong) solution (u, m) of the mean field game system of pdes

_

—0u(t, x) + H(x, Du(t, x)) — Au(t, x) 5m (m(t),x) in (0, T) x RY
d:m — div(DyH(x, Du(t,x))m) — Am =0 in (0, T) x R?
m(0) = mo, u(T,x) = J—g(m(T),x) in RY

om

For the associated mean-field game, u is the value function of an infinitesimal player
m is the density of the players at equilibrium
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We define the Hamiltonian of the system by H(x, p) := sup {—p.q — L(x, q)}.
geRd

H belongs to C3(R? x R?) and there exists a positive constant C such that, for all

(x,p) € RY x R

—C+ &lpl < H(x,p) < C + Clp|®

H and its derivatives are bounded on sets of the form R? x B(0, R).
|DxH(x, p)| < C(1+ |pl)

L1y < DMLH(x,p) < Cly

For U= f,g, W, Uis C' with bounded linear derivative and x — %(m, x) belongs to
C2(RY).
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W is a convex function with two (smooth in the space variables) linear derivatives and
satisfies the geometric condition

f |DmW(m, x)[Pdm(x) = m, whenever |W(m)| <

Rd

for some 71,12 > 0.

Recall that W : P>(R?) — R has a (bounded) linear derivative at m if there exists a
bounded continuous map (m, x) € P»(R?) x R — 6—w(m,x) such that, for all

om
m' € Pz(Rd),

tim V(L) *j’"’) = Vim) _ , oY (m,x)dm(x).

We define the intrinsic derivative D, W(m, x) := Dy 2% (m, x) which corresponds to the
Wasserstein gradient V,, W from optimal transport.
In this case

|, 100 (m.x) () = 198 () 50
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Main Result

Theorem (D. 2021)

Assume that W(mg) < 0 and the above assumptions hold. Then, optimal solutions exist
and satisfy oo = —DpH(x, Du) for some solution (u, m,v) of the PDE system

—0dru(t,x) + H(x, Du(t, x)) — Au(t, x)

= U(8) 5 (m(£),x) + S (m(t),%) i (0, T) x B,
0em — div(DpH(x, Du(t, x))m) — Am = 0 in (0, T) x R,
u(T,3) = (T) 2% (m(T), ) + 2 (m(T), in RY,

m(0) = mo.

where ue W ([0, T] x RY) N C([0, T],C3(RY)), m e C([0, T], P2(R?)) and
ve L?([0, T]) satisfies

0 if W(m(t)) <0
A ‘{ S(B) RS iru(m(t) =0,
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Theorem (continued)

Moreover:
® The value of the problem is

T

|, 0. 0dmo(x) + [ Flm(e))de + g(m(T)

0
® the optimal control is Lipschitz continuous in time and space.

® the map t — W(m(t)) is C* in [0, T] and C? in [0, T]N{t, W(m(t)) < 0}.

® Iff, g and W are convex functions the conditions are sufficient: if (u, m,v) is a

solution of the above system and W(m(t)) < 0 for all t € [0, T| then
(m,—DpH(x, Du)) is optimal.
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A penalized Problem

For small parameters ¢, > 0 we consider the penalized problem

(inf) Je,5(a, m) (Pe.s)
where the infimum is taken over the solutions (a, m) of the FP equation
Oem + div(am) — Am =0, m(0) =mo

and Jc s is defined by

Je,s(ct, m) f J}Rd x, a(t, x))dm(t)(x )dt+fT f(m(t))dt

+ 2 W m(e)at + g(m(T) + 7 (m(T)

— Ja,m) + %L W (m(6)dt + Y (m(T)).

and Wt (m) = W(m) v 0 = max(W(m),0).

Not a standard problem because r — max(0, r) is not differentiable at 0.
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Proposition

Problem P. s admits at least one solution and, for any solution (c, m) of P. s there exist
ueC([0, T],C3(R)), A e L*([0, T]) and 8 € [0,1] such that & = —D,H(x, Du(t, x))
and

—0u(t, x) + H(x, Du(t, x)) — Au(t, x)

- A(:) %(m(t),x) n %(n m(t),x) in (0, T) x RY,
0rm — div(DyH(x, Du(t,x))m) — Am = 0 in (0, T) x R,
m(0) = myo, u(T,x) = g;—\:’(m(T),x) + g—;gn(m(T),x) inRY.,

Moreover, A and (3 satisfy
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Uniform estimates with respect to € and ¢

Question: How can we pass to the limit when ¢,§ — 0 7

Recall that W satisfies f |DmW(m, x)|°dm(x) = n1 whenever |W(m)| < np.
RrRd

Lemma (Construction of admissible strategies for the constrained problem)

There is some trajectory (c, m) starting from mq satisfying J(m, o) < +00 and
V(m(t)) < max(V(mo),—mn2) for all t € [0, T].

Proof

® By a fixed point argument build a solution to

| A\

—0¢m — Cdiv(DpV(m(t),x)m) — Am =0, m(0) = mg
for C > 0 sufficiently large.
® Use Itd's formula for flows of probability measures to find
9 w(m(t) = —cf 1D (m(t), %) P dm(t) (x )+f div, D W (m(t), x)dm(t)(x)
R4

* conclude that £W(m(t)) < 0 whenever W(m(t)) > max(W(mo), —72) and therefore
V(m(t)) < max(V(mo), —n2) for all t € [0, T].

—
Samuel Daudin (Paris Dauphine) Optimal control FPe with state constraint July, 29 2022 12/18



Using the previous lemma and the convexity of W we can prove the key estimate

Lemma

There is a constant M > 0 such that, for all €,6 > 0 and for all tuple (u, m, X\, 3)
satisfying the optimality conditions for the penalized problem it holds
1 B

-
- A(t)dt + — < M.
EL (t) +§

As a consequence we have the uniform estimates

sup |D¥u(t, x)| < C(M)
(t,x)e[0, T]xRd

for some C(M) >0 and k =0, ..., 3.

® with the above estimates we could pass to the limit and find a solution to the
constrained problem with v a priori in M([0, T]) (finite measures over [0, T]).

® we can actually do better
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Second order Analysis and regularity of optimal solutions

* Goal: Show the existence of €, dg such that W(m*°(t)) <0, Vte [0, T] whenever
m®? is a solution to the penalized problem with € < ¢ and & < .
2

E\U(mé’é(t)) at maximum points of ¢t — W(m(t))

® Strategy: look at t —

Proposition

Suppose that (m, u, \, B) is a solution of the optimality conditions for the penalized
problem for some €,5 > 0. Then the map t — W(m(t)) is C* in [0, T| and C? in
[0, TIN{W(m(t)) # 0} with

d? A
@“’(m(t)) =

+ F(Du(t), D*u(t), DAu(t), m(t))

Ld DnW(m(t), x).DppH(x, Du(t, x)) DV (m(t), x)dm(t)(x)

for some functional F : Cp(RY, RY) x Cp(RY, S¥(R)) x Cp(R?,RY) x P2(R?) independent
of € and & and bounded in sets of the form A x P2(R9) for bounded subsets A of
Cp(RY, RY) x Cp(RY, S¥(R)) x Cp(R?,RY).
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Proof of the main theorem

* We show that W(m“%(t)) < 0 for all t € [0, T] whenever ¢ and § are small enough.
8

® Suppose that t — W(m*°(t)) has a maximum point at t € (0, T) such that
W(m®®(f)) > 0. By second order condition it must hold

d? s

® Using the previous proposition we get

1 J DV (m™°(t), X).Dng(X, Du“’ (t, X)) DWW (m®° (t), x)dm®° (t)(x)
€ Rd

> E [ 1Daw(m™ (1), 30 Pdm™ (1) (x) = €
€ Rd €

which leads to a contradiction if € is small enough.
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Conclusion

® We proved existence of optimal solutions for the problem with constraint

® We characterized the optimal solutions/controls with a MFG system associated with
an exclusion condition

® We proved that optimal controls are Lipshitz-continuous in time and space
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Thank you for your attention !

muel Daudin (Paris Dauphine) Optimal control FPe with state constraint July, 29 2022 18/18



	Formulation of the problem, main results and assumptions
	A penalized problem
	From the penalized problem to the constrained one
	Conclusion and related litterature

