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Equations

MKV with common noise{
𝑑𝑌 = 𝑏𝑡 (𝑌𝑡 , 𝜇𝑡 )𝑑𝑡 + 𝜎𝑡 (𝑌𝑡 , 𝜇𝑡 )𝑑𝐵𝑡 + 𝑓𝑡 (𝑌𝑡 , 𝜇𝑡 )𝑑𝑊𝑡 ,

𝜇𝑡 = Law(𝑌𝑡 |𝑊), 𝑌0 = 𝜉

rough MKV
𝑑𝑌𝑡 (𝜔) = 𝑏𝑡 (𝜔,𝑌𝑡 (𝜔), 𝜇𝑡 )𝑑𝑡 + 𝜎𝑡 (𝜔,𝑌𝑡 (𝜔), 𝜇𝑡 )𝑑𝐵𝑡 (𝜔)

+ ( 𝑓𝑡 , 𝑓 ′𝑡 ) (𝜔,𝑌𝑡 (𝜔), 𝜇𝑡 )𝑑X𝑡

𝜇𝑡 = Law(𝑌𝑡 ), 𝑌0(𝜔) = 𝜉 (𝜔).

where X = (𝑋,𝕏) is a rough path modeling (𝑊,
∫
𝛿𝑊𝑑𝑊).

Particle approximation

𝑑𝑌
𝑁,𝑖
𝑡 (𝜔) = 𝑏𝑡 (𝜔,𝑌𝑁,𝑖

𝑡 (𝜔), 𝜇𝑁
𝑡 (𝜔))𝑑𝑡 + 𝜎𝑡 (𝜔,𝑌𝑁,𝑖

𝑡 (𝜔), 𝜇𝑁
𝑡 (𝜔))𝑑𝐵𝑖

𝑡 (𝜔)
+ ( 𝑓𝑡 , 𝑓 ′𝑡 ) (𝜔,𝑌𝑁,𝑖

𝑡 (𝜔), 𝜇𝑁
𝑡 (𝜔))𝑑X𝑡 ,

𝜇𝑁
𝑡 (𝜔) = 1

𝑁

𝑁∑︁
𝑗=1

𝛿
𝑌

𝑁, 𝑗
𝑡 (𝜔) , 𝑌

𝑁,𝑖

0 (𝜔) = 𝜉𝑖 (𝜔),
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Previous works

▶ MKV with common Brownian noise: Coghi–Flandoli’16 (𝜎 = 0, 𝑓 = 𝑓 (𝑦)),
Carmona–Delarue’2 volumes

▶ Rough MKV: Cass–Lyons’15, Bailleul’15, Bailleul–Catellier–Delarue’20’21,
Delarue–Salkeld’21+

Current work
▶ adopt a different method from Bailleul–Catellier–Delarue’20’21
▶ allow progressive measurable coefficients: required for controlled MKV

dynamics, mean field games with common noise
▶ allow sharp regularity conditions
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Rough MKV – Assumption


𝑑𝑌𝑡 (𝜔) = 𝑏𝑡 (𝜔,𝑌𝑡 (𝜔), 𝜇𝑡 )𝑑𝑡 + 𝜎𝑡 (𝜔,𝑌𝑡 (𝜔), 𝜇𝑡 )𝑑𝐵𝑡 (𝜔)

+ ( 𝑓𝑡 , 𝑓 ′𝑡 ) (𝜔,𝑌𝑡 (𝜔), 𝜇𝑡 )𝑑X𝑡

𝜇𝑡 = Law(𝑌𝑡 ), 𝑌0(𝜔) = 𝜉 (𝜔).

▶ 𝜉 ∈ L𝑞 (F0), X = (𝑋,𝕏): 𝛼-Hölder rough path, 𝛼 ∈ (1/3, 1/2).
▶ 𝑏, 𝜎, 𝑓 , 𝑓 ′ are defined on Ω ×ℝ+ ×𝑊 × P𝑞 (𝑊), for some fixed 𝑞 ≥ 0
▶ 𝑏, 𝜎 are C1

𝑏,𝑚,𝑞
w.r.t. (𝑦, 𝜇) for some fixed 𝑚 ≥ max(2, 𝑞)

▶ ( 𝑓 , 𝑓 ′) is a measure-dependent stochastic controlled vector field in
D2𝛼
𝑋
𝐿𝑚,∞C𝛾

𝑏,𝑚,𝑞
:

▶ 𝑓 is C𝛾

𝑏,𝑚,𝑞
, 𝑓 ′ is C𝛾−1

𝑏,𝑚,𝑞
w.r.t. (𝑦, 𝜇) for some 𝛾 > 1/𝛼. Both are

𝐿𝑚-integrable w.r.t. 𝜔 in some precise sense
▶ “ 𝑓 ′ = 𝑑𝑓 /𝑑𝑋”: 1

𝔼𝑠𝑅
𝑓
𝑠,𝑡 (𝜔, 𝑦, 𝜇) = 𝑂 (𝑡 − 𝑠)2𝛼, 𝑅

𝑓
𝑠,𝑡 = 𝛿 𝑓𝑠,𝑡 − 𝑓 ′𝑠 𝛿𝑋𝑠,𝑡

1Simple examples without measure dependence: (a) 𝑓𝑡 (𝑦) = ℎ (𝐵𝑡 , 𝑦), 𝑓 ′𝑡 (𝑦) = 0;
(b) 𝑓𝑡 (𝑦) = ℎ (𝑋𝑡 , 𝑦), 𝑓 ′𝑡 (𝑦) = 𝐷1ℎ (𝑋𝑡 , 𝑦)
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Rough MKV – Results

[Friz–Hocquet–L. 22+]
Under the above conditions, the roughMKV has a unique solution which is
Lipschitz continuous w.r.t. the input data 𝜉, 𝑏, 𝜎, 𝑓 , 𝑓 ′,X.
Likewise, the particle system has a unique solution.
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Propagation of chaos – Assumption

Assume additionally that for some 𝑝 ∈ [max(𝑞, 1), 𝑚] such that
▶ ∥𝜉∥ 𝑝 < ∞
▶ for 𝑔 ∈ {𝑏, 𝜎, 𝑓 , 𝐷1 𝑓 , 𝐷

2
1 𝑓 , 𝑓

′, 𝐷1 𝑓
′}, there is a modulus of continuity 𝜆𝑔

such that

sup
𝑡≤𝑇

∥ sup
𝑦∈𝑊

|𝑔𝑡 (𝑦, 𝜈) − 𝑔𝑡 (𝑦, 𝜈̄) |∥∞ ≤ 𝜆𝑔 (W𝑝 (𝜈, 𝜈̄)), ∀𝜈, 𝜈̄ ∈ P𝑝 (𝑊).

▶ For every 𝜉1, 𝜉2 ∈ 𝐿𝑞 (𝑊) and every 𝜂 ∈ 𝐿∞ (𝑊), we have

sup
𝑡≤𝑇

∥ sup
𝑦∈𝑊

| (𝐷2 𝑓𝑡 (𝑦, 𝜉1) [𝜂] − 𝐷2 𝑓𝑡 (𝑦, 𝜉2) [𝜂] |∥∞ ≲ ∥𝜉1 − 𝜉2∥ 𝑝 ∥𝜂∥∞.
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Propagation of chaos

FHL22+
The 𝑁-particle system converges to roughMKV in the following senses:

(i) lim𝑁→∞ sup𝑖≤𝑁 ∥ sup𝑡∈[0,𝑇 ] |𝑌
𝑁,𝑖
𝑡 − 𝑌 𝑖

𝑡 |∥𝑚 = 0.

(ii) For every 𝛽 ∈ (0, 𝛼),

lim
𝑁→∞

sup
𝑖≤𝑁

(
∥𝑌𝑁,𝑖 − 𝑌 𝑖 ∥𝐶𝛼𝐿𝑚

+ ∥𝔼•𝑅
𝑌𝑁,𝑖 − 𝔼•𝑅

𝑌 𝑖 ∥
𝐶

𝛼+𝛽
2 𝐿𝑚

)
= 0.

(iii) With probability one, for any fixed integer 𝑘 ≥ 1, we have the convergence

lim
𝑁→∞

(𝑌𝑁,1, · · · , 𝑌𝑁,𝑘) = (𝑌1, · · · , 𝑌 𝑘) in [𝐶 ( [0, 𝑇];𝑊)]𝑘 .

(iv) lim𝑁→∞ ∥W𝐶 ( [0,𝑇 ],𝑊 ) , 𝑝 (𝜇𝑁 , 𝜇)∥ 𝑝 = 0 and
lim𝑁→∞ ∥W𝐶 ( [0,𝑇 ],𝑊 ) ,𝑚 ( 𝜇̊𝑁 , 𝜇̊)∥𝑚 = 0.

where 𝜇𝑁 = 1
𝑁

∑𝑁
𝑖=1 𝛿𝑌𝑁,𝑖 and 𝜇̊𝑁 = 1

𝑁

∑𝑁
𝑖=1 𝛿𝑌𝑁,𝑖−𝑌𝑁,𝑖

0
.
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Regularity w.r.t. random variables

Previously, we say “ 𝑓 is C𝛾

𝑏,𝑚,𝑞
, 𝑓 ′ is C𝛾−1

𝑏,𝑚,𝑞
w.r.t. (𝑦, 𝜇)”
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Lions lift

L𝑞 (𝑊): topological space of 𝑊-valued random variables 𝜉 such that 𝔼|𝜉 |𝑞 < ∞.
When 𝑞 ≥ 1, L𝑞 becomes the Banach space 𝐿𝑞.
Given 𝑔 : P𝑞 (𝑊) → 𝑊̄, Lions lift of 𝑔 is the function

𝑔̂ : L𝑞 (𝑊) → 𝑊̄, 𝑔̂(𝜉) = 𝑔(Law(𝜉))

Advantage of L𝑞 over P𝑞: the former is a vector space.
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Differentiability w.r.t. random variables

Definition
Take 𝑚 ≥ max(𝑞,1). The space C𝛾

𝑚 (L𝑞 (𝑊), 𝑊̄) is the topological sub-
space of the Lipschitz space C𝛾

𝑏
(𝐿𝑚 (𝑊), 𝑊̄) containing functions 𝑔 in

C𝛾

𝑏
(𝐿𝑚 (𝑊), 𝑊̄) such that for each integer 0 ≤ 𝑘 < 𝛾 and for every

𝜂1, . . . , 𝜂𝑘 ∈ 𝐿𝑚 (𝑊), the map

𝐿𝑚 (𝑊) ∋ 𝜉 ↦→ 𝐷𝑘𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] ∈ 𝑊̄

is uniformly bounded on 𝐿𝑚 (𝑊) and can be extended continuously to L𝑞 (𝑊)
with respect to the topology of convergence in probability.

That is

sup
𝜉 ∈𝐿𝑚 (𝑊 )

𝐷𝑘𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] < ∞ (4.1)

and for every 𝜉 ∈ L𝑞 (𝑊), 𝐷𝑘𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] exists as the unique limit

𝐷𝑘𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] := lim
𝜉→𝜉

𝐷𝑘𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] (4.2)

where 𝜉 ∈ 𝐿𝑚 (𝑊) and 𝜉 → 𝜉 in probability.
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Basic properties of C𝛾
𝑚,𝑞-regularity

▶ C𝛾
𝑚 (L𝑞 (𝑊), 𝑊̄) is a closed topological subspace of C𝛾

𝑏
(𝐿𝑚 (𝑊), 𝑊̄).

▶ C𝛾
𝑚 (L𝑚 (𝑊), 𝑊̄) = C𝛾

𝑏
(𝐿𝑚 (𝑊), 𝑊̄)

▶ (trivial) continuous inclusions

C𝛾
𝑚 (L𝑞 (𝑊), 𝑊̄) ↩→ C𝛾

𝑏
(𝐿𝑚 (𝑊), 𝑊̄), 𝑚 ≥ max(𝑞, 1), (4.3)

C𝛾

𝑏
(𝐿𝑞 (𝑊), 𝑊̄) ↩→ C𝛾

𝑚 (L𝑞 (𝑊), 𝑊̄), 𝑚 ≥ 𝑞 ≥ 1. (4.4)

Example
Let ℎ : ℝ→ ℝ be a bounded smooth function with bounded derivatives and
define the function 𝑔 : 𝐿2(ℝ) → ℝ by 𝑔(𝜉) = 𝔼ℎ(𝜉). Then
▶ 𝑔 belongs to C3

3 (L2(ℝ)).
▶ On the other hand, it is known from Carmona–Delarue’s book: there

exists a compactly supported smooth function ℎ such that 𝑔 does not
belong to C𝛾

𝑏
(𝐿2(ℝ)) for any 𝛾 > 2.
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Being in C𝛾
𝑚,𝑞

If 𝑔 has C𝛾
𝑚,𝑞-regularity then

▶ For each integer 0 ≤ 𝑘 < 𝛾 and 𝜉 ∈ L𝑞, the Fréchet derivative 𝐷𝑘𝑔(𝜉)
exists as a bounded multilinear map on [𝐿𝑚]𝑘

sup
𝜉 ∈L𝑞 (𝑊 )

|𝐷𝑘𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] | ≤ 𝐶𝑘 ∥𝜂1∥𝑚 . . . ∥𝜂𝑘 ∥𝑚

▶ 𝐷 ⌊𝛾⌋𝑔 is Hölder continuous:

|𝐷 ⌊𝛾⌋𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] − 𝐷 ⌊𝛾⌋𝑔(𝜉) [𝜂1, . . . , 𝜂𝑘] |

≤ 𝐶̄𝛾 ∥𝜉 − 𝜉∥𝛾−⌊𝛾⌋𝑚 ∥𝜂1∥𝑚 . . . ∥𝜂⌊𝛾⌋ ∥𝑚.
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Law invariance of Lions lifts

Let 𝑔 : P𝑞 (𝑊) → 𝑊̄.
▶ say 𝑔 is C𝛾

𝑚,𝑞 iff 𝑔̂ is.
▶ 𝑔̂, 𝐷𝑔̂, . . . are law invariance:

▶ 𝐷𝑔̂(𝜉) [𝜂] = 𝐷𝑔̂(𝜉) [𝜂] for every (𝜉, 𝜂) ∈ L𝑞 (𝑊) × 𝐿𝑚 (𝑊) satisfying
Law(𝜉, 𝜂) = Law(𝜉, 𝜂);

▶ 𝐷𝑔̂(𝜉) [𝜂] = 𝐷𝑔̂(𝜉) [𝔼(𝜂 |F )] if 𝜉 ∈ F .
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Method
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General strategy in a nutshell

For (classical) MKV (Sznitman’91 or Lacker’s lecture note)
1. view the dependence on the marginal law as temporal dependence
2. apply stability of SDE (Itô theory)
3. this yields uniqueness of MKV as well as propagation of chaos (with help of

LLN)
Solving roughMKV (similar to the one above)

1. view the dependence on the marginal law as temporal dependence
2. apply stability results of rough SDEs (Friz–Hocquet–L.’21)
3. yield uniqueness of roughMKV as well as propagation of chaos

Sounds simple! Why didn’t it work before?
▶ lack of direct approach to hybrid rough SDE

Khoa Lê McKean–Vlasov equation with rough common noise and propagation of chaos



Introduction Rough MKV Propagation of chaos Regularity w.r.t. random variables and Lions lifts Method References

General strategy in a nutshell

For (classical) MKV (Sznitman’91 or Lacker’s lecture note)
1. view the dependence on the marginal law as temporal dependence
2. apply stability of SDE (Itô theory)
3. this yields uniqueness of MKV as well as propagation of chaos (with help of

LLN)
Solving roughMKV (similar to the one above)

1. view the dependence on the marginal law as temporal dependence
2. apply stability results of rough SDEs (Friz–Hocquet–L.’21)
3. yield uniqueness of roughMKV as well as propagation of chaos

Sounds simple! Why didn’t it work before?
▶ lack of direct approach to hybrid rough SDE

Khoa Lê McKean–Vlasov equation with rough common noise and propagation of chaos



Introduction Rough MKV Propagation of chaos Regularity w.r.t. random variables and Lions lifts Method References

A very brief overview of rough SDEs

𝑑𝑌𝑡 (𝜔) = 𝑏𝑡 (𝜔,𝑌𝑡 (𝜔))𝑑𝑡 + 𝜎𝑡 (𝜔,𝑌𝑡 (𝜔))𝑑𝐵𝑡 (𝜔) + ( 𝑓𝑡 , 𝑓 ′𝑡 ) (𝜔,𝑌𝑡 (𝜔))𝑑X𝑡 .

Previous methods use rough path theory and flow transformation to deduce to a
rough DE or an Itô DE:
▶ rules out progressive measurable coefficients
▶ high cost of regularity assumption

In Friz–Hocquet–L.’21, by building around stochastic sewing lemma (L.’18), we
show that
▶ roughSDE has unique solution
▶ solution has stochastic control structure:

𝔼𝑠𝑅
𝑌
𝑠,𝑡 = 𝑂 (𝑡 − 𝑠)2𝛼, 𝑅𝑌

𝑠,𝑡 = 𝛿𝑌𝑠,𝑡 − 𝑓𝑠 (𝑌𝑠)𝛿𝑋𝑠,𝑡 .

▶ solution is Lipschitz continuous w.r.t. to the input data 𝜉, 𝑏, 𝜎, 𝑓 , 𝑓 ′,X.
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Solving roughMKV: A bit more detail

For each stochastic controlled rough path (𝜂, 𝜂′), define

𝑓
𝜂
𝑡 (𝜔, 𝑦) = 𝑓𝑡 (𝜔, 𝑦, 𝜂𝑡 ) and ( 𝑓 𝜂𝑡 )′ (𝜔, 𝑦) = 𝐷2 𝑓𝑡 (𝜔, 𝑦, 𝜂𝑡 ) [𝜂′𝑡 ] + 𝑓 ′𝑡 (𝜔, 𝑦, 𝜂𝑡 ).

roughMKV then can be written in the following way{
𝑑𝑌𝑡 (𝜔) = 𝑏

𝜂
𝑡 (𝜔,𝑌𝑡 (𝜔))𝑑𝑡 + 𝜎

𝜂
𝑡 (𝜔,𝑌𝑡 (𝜔))𝑑𝐵𝑡 (𝜔) + ( 𝑓 𝜂𝑡 , ( 𝑓 𝜂𝑡 )′) (𝜔,𝑌𝑡 (𝜔))𝑑X𝑡

(𝜂(𝜔), 𝜂′ (𝜔)) = (𝑌 (𝜔), 𝑓 (𝜔,𝑌 (𝜔), 𝑌 )), 𝑌0(𝜔) = 𝜉 (𝜔).
(5.1)

Given (𝜂, 𝜂′) Eq. (5.1) is a rough SDE which has unique solution 𝑌 𝜂 So that
solving (5.1) is the same as finding fixed point of 𝜂 ↦→ 𝑌 𝜂.
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Particle system as roughSDE

Let 𝑔 be a function on Ω ×ℝ+ ×𝑊 × P𝑞. Finite projection of 𝑔 is the function
𝑃𝑁𝑔 on Ω ×ℝ+ ×𝑊 ×𝑊𝑁

𝑃𝑁𝑔𝑡 (𝜔, 𝑦, 𝑧) = 𝑔̂𝑡 (𝜔, 𝑦, 𝑧𝜗), Law(𝜗) = Unif(1, . . . , 𝑑)

▶ if 𝑔 has C𝛾

𝑏,𝑚,𝑞
-regularity then 𝑃𝑁𝑔 has C𝛾

𝑏
-regularity on 𝑊 ×𝑊𝑁

▶ if 𝑊𝑁 is equipped with metric

𝑑𝑁
𝑚 (𝑧) := ∥𝑧𝜗 ∥𝑚 =

(
1
𝑁

∑︁
𝑖≤𝑁

|𝑧𝑖 |𝑚
) 1

𝑚

, 𝑧 = (𝑧1, . . . , 𝑧𝑁 ) ∈ 𝑊𝑁 .

then “|𝑃𝑁𝑔 |C𝛾

𝑏
” is bounded uniformly in 𝑁.
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Propagation of chaos

Particle system becomes a (big) roughSDE

𝑑𝑌𝑁,𝑖 = 𝑃𝑁 𝑏𝑡 (𝑌𝑁,𝑖
𝑡 , 𝑌

[𝑁 ]
𝑡 )𝑑𝑡 + 𝑃𝑁𝜎𝑡 (𝑌𝑁,𝑖

𝑡 , 𝑌
[𝑁 ]
𝑡 )𝑑𝐵𝑖

𝑡

+ (𝑃𝑁 𝑓𝑡 , (𝑃𝑁 𝑓 ′𝑡 )) (𝑌𝑁,𝑖
𝑡 , 𝑌

[𝑁 ]
𝑡 )𝑑X ,

𝑌
𝑁,𝑖

0 = 𝜉𝑖 , 𝑖 = 1, . . . , 𝑁,

𝑌 [𝑁 ] = (𝑌𝑁,𝑖)𝑁𝑖=1.

(5.2)

We then compare this with i.i.d. roughMKV{
𝑑𝑌 𝑖

𝑡 = 𝑏𝑡 (𝑌 𝑖
𝑡 , 𝜇𝑡 )𝑑𝑡 + 𝜎𝑡 (𝑌 𝑖

𝑡 , 𝜇𝑡 )𝑑𝐵𝑖
𝑡 + ( 𝑓𝑡 , 𝑓 ′𝑡 ) (𝑌 𝑖

𝑡 , 𝜇𝑡 )𝑑X𝑡 ,

𝜇𝑡 = Law(𝑌 𝑖
𝑡 ), 𝑌 𝑖

0 = 𝜉𝑖 .
(5.3)

By treating the dependence on 𝑌 [𝑁 ]
𝑡 and 𝜇𝑡 as temporal dependence, we are able

to apply stability results of rough SDEs.
Then by LLN and a Gronwall-argument, this yields convergence of the particle
system to the i.i.d. roughMKV.

Thank you!
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