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Mao Fabrice Djete École Polytechnique

9th International Colloquium on Backward Stochastic Differential Equations and Mean Field Systems



Motivation and Presentation MFG of Mutual Holding

N–Player game

Goal: Study optimal behavior of many agents who can hold each other

2–Player game model

Agents 1 and 2 hold each other through the dynamics X1 and X2 :

Agent 1 holds part of Agent 2 via π1,2 and Agent 2 holds part of Agent 1 via π2,1

dX1
t = dP 1

t + π1,2
t dX2

t − π2,1
t dX1

t with dP 1
t = b1tdt+ σ1

t dW 1
t + σ0,1

t dW 0
t

and

dX2
t = dP 2

t + π2,1
t dX1

t − π1,2
t dX2

t with dP 2
t = b2tdt+ σ2

t dW 2
t + σ0,2

t dW 0
t

π1,2 and π2,1 are the strategies/controls of players.

Reward:

J1
(
π1,2, π2,1

)
:= E

[
U
(
X1
T

)]
and J2

(
π1,2, π2,1

)
:= E

[
U
(
X2
T

)]
Objective: Find (π?,1,2, π?,2,1) a Nash equilibrium
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N–Player game

N–player game formulation

Asset Xi of agent i = 1, . . . , N follows:

Part I hold Part owned by others

P it and (πi,jt Xj
t )j (πj,it Xi

t)j
→ dXi

t = dP it +

N∑
j=1

πi,jt dXj
t −

N∑
j=1

πj,it dXi
t

with dP it = bitdt+ σitdW
i
t + σ0,i

t dW 0
t and πi,j is the investment of agent i in agent j.

The control of agent i is
Πi :=

(
πi,1, · · · , πi,N

)
.

Reward of agent i is

Ji
(
Π1, · · · ,ΠN

)
:= E

[
U(Xi

T )
]

Goal: Find a Nash equilibrium
(
Π1, · · · ,ΠN

)
i.e. for each i

Ji
(
Π1, · · · ,ΠN

)
≥ Ji

(
Π1, · · · ,Πi−1, β ,Πi+1, · · · ,ΠN

)
, for all β = (β1, · · · , βN )

Literature: Bertucci–Touzi, Bassou–Touzi (in preparation)

Important feature

Control of one agent i Πit is s.t. Πit ∈ R× · · · × R︸ ︷︷ ︸
N times

−→ what happens when N →∞
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Intuition of the limit: Mean Field Game of Mutual Holding

Recall the formulation

dXi
t = dP it +

N∑
j=1

πi,jt dXj
t −

N∑
j=1

πj,it dXi
t with dP it = bitdt+ σitdW

i
t + σ0,i

t dBt.

control of agent i is Πi :=
(
πi,1, · · · , πi,N

)

Need of symmetry and rescaling(
bit, σ

i
t, σ

0,i
t

) replaced by−−−−−−−−→ (b, σ, σ0)(t,Xi
t , µ

N
t ) and πi,jt

replaced by−−−−−−−−→
1

N
πi,jt

Intuition of the optimal control

πi,j the optimal investment of agent i in agent j has the shape

πi,jt = π
(
t,Xi

t , X
j
t , µ

N
t

)
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Mao Fabrice Djete École Polytechnique

9th International Colloquium on Backward Stochastic Differential Equations and Mean Field Systems



Motivation and Presentation MFG of Mutual Holding

Intuition of the limit: Mean Field Game of Mutual Holding

Following our guessing, the deviating player’s dynamic is rewritten

dXi
t = dP it +

1

N

N∑
j=1

β(t,Xi
t , X

j
t , µ

N
t )dXj

t −
1

N

N∑
j=1

π(t,Xj
t , X

i
t , µ

N
t )dXi

t

Optimization problem (by propagation of chaos intuition) (π, µ) solves

Êµ
[
U
(
X̂T
)]

= E
[
U
(
Xπ,π,µ
T

)]
≥ E

[
U
(
Xβ,π,µ
T

)]
, for each β

where Xβ,π,µ := Xβ with

Xβ
· = Pβ· + Êµ

[ ∫ ·
0
β(t,Xβ

t , X̂t, µt)dX̂t

]
−
∫ ·
0
Êµ
[
π(t, X̂t, X

β
t , µt)

]
dXβ

t

and dPβt = b(t,Xβ
t , µt)dt+ σ(t,Xβ

t , µt)dWt + σ0(t,Xβ
t , µt)dW

0
t

−→ Two parameters are fixed !

Optimal solution

X· = P· + Êµ
[ ∫ ·

0
π(t,Xt, X̂t, µt)dX̂t

]
−
∫ ·
0
Êµ
[
π(t, X̂t, Xt, µt)

]
dXt,

with dPt = b(t,Xt, µt)dt+ σ(t,Xt, µt)dWt + σ0(t,Xt, µt)dW 0
t and µ = L(X|W 0).

Via Êµ
[ ∫ ·

0 · · · dX̂t
]
, the (conditional) law of the differential appears in the dynamic !
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[ ∫ ·
0
β(t,Xβ

t , X̂t, µt)dX̂t

]
−
∫ ·
0
Êµ
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Formulation of the problem

Optimization problem X the optimal process is semi–martingale i.e.

dXt = Bµ(t,X)dt+ Σµ(t,X)dWt + Σµ,0(t,X)dW 0
t .

Given (π, µ), the controlled process Xβ is rewritten

dXβ
t =

Êµ
[
β(t,Xβ

t , X̂t, µt)B
µ(t, X̂)

]
+ b(t,Xβ

t , µt)

1 + Êµ
[
π(t, X̂t, X

β
t , µt)

] dt+
σ(t,Xβ

t , µt)

1 + Êµ
[
π(t, X̂t, X

β
t , µt)

]dWt

+
Êµ
[
β(t,Xβ

t , X̂t, µt)Σ
µ,0(t, X̂)

]
+ σ0(t,Xβ

t , µt)

1 + Êµ
[
π(t, X̂t, X

β
t , µt)

] dW 0
t

Drift and Volatility at the equilibrium: µt(dx)dt almost every (t, x)

Σµ(t, x) =
σ(t, x, µt)

1 +
∫
π(t, y, x, µt)µt(dy)

and (
Bµ,Σµ

)
(t, x) =

∫
π(t, x, y, µt)

(
Bµ,Σµ

)
(dy) + (b, σ0)(t, x, µt)

1 +
∫
π(t, y, x, µt)µt(dy)

−→ Optimization problem with control of volatility !

−→ Equations over the drift and the volatility

Mao Fabrice Djete École Polytechnique
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[
π(t, X̂t, X

β
t , µt)

]dWt

+
Êµ
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[
π(t, X̂t, X

β
t , µt)

]dWt

+
Êµ
[
β(t,Xβ

t , X̂t, µt)Σ
µ,0(t, X̂)

]
+ σ0(t,Xβ

t , µt)

1 + Êµ
[
π(t, X̂t, X

β
t , µt)

] dW 0
t

Drift and Volatility at the equilibrium: µt(dx)dt almost every (t, x)

Σµ(t, x) =
σ(t, x, µt)

1 +
∫
π(t, y, x, µt)µt(dy)

and (
Bµ,Σµ

)
(t, x) =

∫
π(t, x, y, µt)

(
Bµ,Σµ

)
(dy) + (b, σ0)(t, x, µt)

1 +
∫
π(t, y, x, µt)µt(dy)

−→ Optimization problem with control of volatility !

−→ Equations over the drift and the volatility
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Formulation of the problem

Simple representation

Let (F,G,G0) be known. Given µ, π and (B,Σ,Σ0),

dXβ
t = Ft(X

β
t , µ, β, π,B)dt+Gt(X

β
t , µ, β, π,Σ)dWt +G0

t (X
β
t , µ, β, π,Σ

0)dW 0
t

1- Optimization

sup
β∈A

E[U(Xβ
T )]

leading to−−−−−−−→ β?t = β?(t,Xβ , µ, π, (B,Σ,Σ0))

2- Consistency properties[
Bt, Σt, Σ0

t

]
=
[
Ft(x, µ, π, π,B), Gt(x, µ, π, π,Σ), G0

t (x, µ, π, π,Σ
0)
]

and

β?(t,Xβ , µ, π, (B,Σ,Σ0)) = πt and µt = L(Xβ?

t |W
0)

In our case: A =
{

All maps β : [0, T ]× R× R× P(R)→ [0, 1]
}

,

Gt(x, ν, β, π,Σ) =
σ(t, x, ν)

1 +
∫
π(t, x̂, x, ν)dx̂

and

(Ft, G
0
t )(· · · ) =

∫
β(t, x, x̂, ν)(B,Σ0)(t, x̂)ν(dx̂) + (b, σ0)(t, x, ν)

1 +
∫
π(t, x̂, x, ν)ν(dx̂)
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Mao Fabrice Djete École Polytechnique

9th International Colloquium on Backward Stochastic Differential Equations and Mean Field Systems



Motivation and Presentation MFG of Mutual Holding

MFG of Mutual Holding

Table of Contents

1 Motivation and Presentation
N–Player game
Intuition of the limit: Mean Field Game of Mutual Holding

2 MFG of Mutual Holding
Formulation of the problem
MFG of Mutual Holding

Mao Fabrice Djete École Polytechnique
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MFG of Mutual Holding

No common noise i.e. σ0 = 0 Solving supβ E[U(Xβ
T )] leading to β? where

dXβ
t =

Êµ
[
β(t,Xβ

t , X̂t, µt)B
µ(t, X̂)

]
+ b(t,Xβ

t , µt)

1 + Êµ
[
π(t, X̂t, X

β
t , µt)

] dt+
σ(t,Xβ

t , µt)

1 + Êµ
[
π(t, X̂t, X

β
t , µt)

]dWt

and verifying

π = β? + µ = L(Xπ,π,µ) + equation over the drift Bµ

−→ No control of volatility !

−→ Not an obvious fact Indeed, remember N–player game

dXi
t = dP it +

1

N

N∑
j=1

βjt dXj
t −

1

N

N∑
j=1

πj,it dXi
t −→ dXt = M(t, β,Π, µNt )︸ ︷︷ ︸

N×N matrix

•
[
btdt+ σt • dWt

]
.

Theorem (D. and Touzi (2021)) Under technical conditions over (b, σ, U) and U ↗,

there is at least one MFG-MH equilibrium (π?, µ) with π?(t, x, y) = 1{
b(t,y,µt)≥−c(t,µt)

}
B(t, x,m) :=

(1

2
(b+ c)+ − (b+ c)−

)
(t, x,m) and Σ(t, x,m) :=

σ(t, x,m)

1 + 1{B(t,x,m)≥0}

c(t,m) ≥ 0 is the unique solution of the equation c = 1
2

∫
R
(
c+ b(t, y,m)

)+
m(dy).

The paper can be found on Arxiv: “https://arxiv.org/pdf/2104.03884.pdf”
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Non–negative drift i.e. b ≥ 0 −→ c(t,m) =
∫
R b(t, y,m)m(dy)

Optimal control π∗(t, x, y) = 1

Equilibrium dynamics B(t, x,m) := 1
2

(
b(t, x,m) + c(t,m)

)
and Σ(t, x,m) := 1

2
σ(t, x,m)

Example When (b, σ) constant

{
dPt = bdt+ σdWt

Pt ∼ N (bt, σ2t)
−→

{
dX?

t = bdt+ 1
2
σdWt

X?
t ∼ N (bt, 1

4
σ2t)

Negative drift i.e. b < 0 −→ c(t,m) = 0

Optimal control π∗(t, x, y) = 0

Equilibrium dynamics B(t, x,m) := b(t, x,m) and Σ(t, x,m) := σ(t, x,m)

General drift −→ No explicit c(t,m) ! But, a combination of the two previous situations occurs
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O–U dynamics i.e. b(t, x,m) = θ(m− x) and σ(t, x,m) = σ
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Approximate solution for the N–player game Given Γ := (γi,j)1≤i,j≤N ,

dX
i
t = dP

i
t +

1

N

N∑
i=1

γ
i,j
t dX

j
t −

1

N

N∑
j=1

γ
j,i
t dX

j
t −→ dXt = B(t,Xt,Γt)dt+ Σ(t,Xt,Γt) • dWt

Let π(t, xi,mN ) = πi(t,x) := 1{B(t,xi,mN )≥0},

Σ
i,j

(t,x) :=
σ(t, xi,mN )1{i=j}+ 1

NA
j(t,x)σ(t, xq,mN )

1 + π(t, xi,mN )
, A

j
(t,x) :=

πj(t,x)

1+πj(t,x)

1− 1
N

∑N
k=1

πk(t,x)

1+πk(t,x)

dX
i
t = B(t,X

i
t , µ

N
t )dt+

N∑
j=1

Σ
i,j

(t,X
i
t , µ

N
t )dW

j
t −→ dXt = B(t,Xt,Πt)dt+ Σ(t,Xt,Πt) • dWt

where ΠNt := (πi,jt )1≤i,j≤N with πi,jt = πjt := 1
{B(t,X

j
t ,µ

N
t )≥0}

For β := (β1, · · · , βN )ᵀ, Γ−i(β) :=
(

(γ1,·)
ᵀ
, · · · , (γi−1,·)

ᵀ
, βt, (γ

i+1,·)
ᵀ
, · · · , (γN,·)

ᵀ)ᵀ

Theorem (D. and Touzi (2022)) For all N ≥ 1,∣∣Σk,k
(t,Π

−i
t (β),x)−Σ

k,k
(t,Πt,x)

∣∣+
∣∣Bk(t,Π

−i
t (β),x)−B

k
(t,Πt,x)

∣∣ ≤ C

N
for all k 6= i,

sup
1≤q 6=e≤N

∣∣Σe,q
(t,Πt,x)

∣∣∣+ sup
1≤k≤N

∣∣∣∣Σk,k
(t,Πt,x)−

σ(t, xk,mN (x))

1 + πkt

∣∣∣∣ ≤ C

N

and the mutual holding strategy ΠN is an εN–Nash equilibrium with limN→∞ εN = 0.
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