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Motivation

Financial market :

W := (Wt)t∈[0,T ] a d-dim. Brownian motion defined on (Ω, (Ft)t∈[0,T ],P).

Riskless asset S0 := (S0
t )t∈[0,T ]

dS0
t = S0

t rdt.

Riskly assets S := (St)t∈[0,T ]

dS i
t = S i

t (αi
tdt + σi

tdWt), i = 1, · · · , p (p ≤ d).
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Logo

Motivation

Investment strategy : (r = 0)

(x , (Zt)t) with associated wealth process (X x,Z
t )t defined as

X x,Z
t := x +

p∑
i=1

∫ t

0
Z i
u
dS i

u

S i
u

= x +

p∑
i=1

∫ t

0
Z i
u(σi

udWu + αi
udu), t ∈ [0,T ].

 Superhedging the American option with payoff ξ :

Price of ξ := Y0(ξ) := inf{x > 0, ∃Z ;X x,Z
τ ≥ ξτ , ∀τ ∈ T }.

Y Z
t := x −

∫ t

0
g(s,Zs)ds +

∫ t

0
ZsdWs , t ∈ [0,T ]

Y Z
τ ≥ ξτ , ∀τ ∈ T P− a.s.

Superhedging price is too high.
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Motivation

In practice, one replaces the too stringent condition

X x,Z
τ ≥ξτ ∀τ ∈ T P− a.s.

by a condition of the form

E[`(X x,Z
τ − ξτ )] ≥ m, m ∈ (0, 1].

Price of ξ := Y0(ξ) := inf{x > 0, ∃Z ; E[`(X x,Z
τ − ξτ )] ≥ m}.

Y Z
t := x −

∫ t

0
g(s,Zs)ds +

∫ t

0
ZsdWs , t ∈ [0,T ], E[`(X x,Z

τ − ξτ )] ≥ m, m ∈ (0, 1]

`(x) = 1x≥0  X x,Z
τ ≥ ξτ at least with probability m.

In financial terms, this is the so-called quantile hedging problem.
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BSDE with weak constraints

Definition (BSDE with weak constraints)

A pair of predictable processes (Y ,Z) (∈ S2 × H2) is a supersolution of the BSDE with
generator g : Ω× [0,T ]× R× Rd → R and weak reflections (ψ, µ, τ) if, for any
0 ≤ t ≤ s ≤ T ,

Yt ≥ Ys +

∫ s

t

g(u,Yu,Zu)du −
∫ s

t

ZudWu (1)

Eτ [ψ(θ,Yθ)] ≥ µ, for all θ ≥ τ. (2)

Due to the weak constraints, we do not expect uniqueness of the solution.

We now introduce the set Θ(τ, µ) of (τ, µ)-initial supersolutions, which is defined
as follows :

Θ(τ, µ) := {Yτ : (Y ,Z) supersolution of the BSDE}.
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Equivalent formulation

Let Aτ,µ denote the set of elements α ∈ H2 such that

M
τ,µ,α

:= µ+

∫ τ∨.

τ

αsdWs takes values in [0, 1].

For each θ ∈ Tτ there exists αθ ∈ Aµ,τ such that Eτ [ψ(θ,Yθ)] ≥ µ is equivalent
to Yθ ≥ ψ−1(θ,Mτ,µ,αθ

θ ) a.s.

Lemma

The condition

E [ψ(θ,Yθ)|Fτ ] ≥ µ, for all θ ≥ τ

is equivalent to

the existence of a predictable process α such that Yθ ≥ ψ−1(θ,Mτ,µ,α
θ ), for all θ ≥ τ .
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BSDE with weak constraints

Yt ≥ Ys +

∫ s

t
g(u,Yu ,Zu)du −

∫ s

t
ZudWu (3)

Eτ [ψ(θ,Yθ)] ≥ µ, for all θ ≥ τ. (4)

Proposition

(Y ,Z) ∈ S2 × H2 satisfies (3)-(4) if and only if (Y ,Z) satisfies (3) and there exists α ∈ Aτ,µ
such that Yν ≥ esssup

θ∈Tν
Egν,θ[ψ−1(θ,Mτ,µ,α

θ )] a.s. for all ν ∈ Tτ .

We define Y(τ, µ) := ess inf
α∈Aτ,µ

esssup
θ∈Tτ

Egτ,θ[ψ−1(θ,Mτ,µ,α
θ )] and we have

Proposition

ess inf Θ(τ, µ) = Y(τ, µ) a.s.

The g-expectation of ξ at stopping time τ1 ≤ τ2 is defined as Egτ1,τ2 [ξ] := Yτ1 , where

Y = ξ +

∫ τ2

.∧τ2
g(s, Ys , Zs )ds −

∫ τ2

.∧τ2
ZsdWs .
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BSDEs with weak constraints
For an initial threshold m0 and a given admissible control α, we define Mα

t := M0,m0,α
t and

Yατ := ess inf
α′∈Aα

τ

esssup
θ∈Tτ

Egτ,θ[ψ−1(θ,Mα
θ )]

= ess inf
α′∈Aα

τ

Y g,α
τ,T [ψ−1(T ,Mα

T )]

Theorem (DPP)

For all (τ1, τ2, α) ∈ T0 × T0 ×A0 such that τ2 ∈ Tτ1 a.s., we have :

Yα(τ1) = ess inf
α′∈Aα

τ1

Y g,α′
τ1,τ2 [Yα

′
(τ2)] a.s.

and consequently Yα is a Y g,α-submartingale process.

Definition (Strong Y g,ξ-submartingale process)

An optional process (Yt) ∈ S2 satisfying Yσ ≥ ξσ a.s. for all σ ∈ T0 and such that
E[esssup

τ∈T0
(Yτ )2] <∞ is said to be a strong Y g,ξ-submartingale if YS ≤ Y g,ξ

S,τ (Yτ ) a.s. on

S ≤ τ , for all S, τ ∈ T0.
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Mertens decomposition

Theorem (Y g ,ξ-Mertens decomposition)
Let (Yt) be an optional process and (ξt) be a right-continuous left-limited strong
semimartingale. The process (Yt) is a strong Y g,ξ-submartingale process if and only if there
exist two non-decreasing right-continuous predictable processes A,K ∈ K2 such that A0 = 0 and
K0 = 0, a non-decreasing right-continuous adapted purely discontinuous process C ′ in S2 with
C ′0− = 0 and a process Z ∈ H2 such that a.s. for all t ∈ [0,T ],



Yt = YT +
∫ T
t g(s,Ys ,Zs)ds −

∫ T
t ZsdWs + AT − At − KT + Kt − C ′

T−
+ C ′

t−
,

Yt ≥ ξt a.s. ;∫ T

0
(Ys− − ξs− )dAs = 0 a.s.; a.s. for all τ ∈ T0;

dAt ⊥ dKt .

(5)

Moreover, this decomposition is unique.
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Mertens decomposition

Since (Yt) is a strong Y g,ξ-submartingale and thanks to the characterization of the
solution of a reflected BSDE in terms of an optimal stopping problem with
g -expectations, we have

YS ≤ ess inf
τ∈TS

esssup
S′∈TS

Eg
S,S′∧τ (Yτ1S′≥τ + ξS′1S′<τ ) a.s.

(ξt) is RCLL , (Yt) is r.l.s.c. and the Mokobodzki’s condition is satisfied, then the process
(Yt) coincides with the first component of the solution of the doubly reflected BSDE
associated with obstacles (Yt) and (ξt).

For the converse implication, the reflected BSDE (5) can be seen as a reflected BSDE
associated to the generalized driver g(t, ω, y , z)dt − dKt − dC ′

t−
.

YS = esssup
S′∈TS

Eg−dK−dC ′

S,S′∧τ
[
Yτ1τ≤S′ + ξS′1S′<τ

]
a.s.
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BSDE representation

Theorem (Reflected BSDE representation of the minimal t-values process)

There exists a family (Zα,Aα,Kα)α∈A0 such that, for all α ∈ A0, we have, for all 0 ≤ t ≤ T ,



Yαt = ψ−1(T ,Mα
T ) +

∫ T
t g(s,Yαs ,Zαs )ds −

∫ T
t Z

α
s dWs +Kαt −KαT −A

α
t +AαT ;

Yαt ≥ ψ−1(t,Mα
t ) a.s.;∫ T

0

(
Yα
s−
− ψ−1(s,Mα

s−
)
)
dAαs = 0 a.s.; dAα ⊥ dKα;

ess inf
α′∈Aα

τ

E[
∫ T
τ exp(δτ,α

′
s )d(Aα

′
s −Aα

′
s +Kα′s )] = 0 a.s., for all τ ∈ T0;

where δt,αs :=
∫ s
t {β

α
u dWu + (λαu −

(βαu )2

2
)du}, with

λαs :=
g(s,Yαs ,Zαs )− g(s,Yαs ,Zαs )

Yαs − Yαs
1{Yαs −Yαs 6=0};

βαs :=
g(s,Yαs ,Zαs )− g(s,Yαs ,Z

α
s )

|Zαs − Zαs |2
(Zαs − Zαs )1{Zαs −Zαs 6=0},

and (Yα,Zα,Aα) the solution of the reflected BSDE with driver g and obstacle ψ−1(·,Mα
· ).
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Questions ?

Thank you for your attention !
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